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Some problems may be more efficiently solved if a Large SIMD

machine can be partitioned into smalLer groups of varying sizes of

powers of two. The interconnection network must be able to support this

partitioned machine . The partitioning properties of the four types of

networks are presented. -

In the selection of an interconnection network for a computer

design, the types of aLgorithms that must be executed should be con—

sidered. A detailed analysis of various networks is presented for three

parallel image processing algorithms: smoothing, histogram formation,

and data classification .

The Augmented Data Manipulator (ADM) network is introduced. An

analysis is presented which compares the capabilities of the ADM with

those of a multistage Cube network and with the Inverse Augmented Data

Manipulator network.

The Emulator System, a proposed hardware design aid, is introduced.

The flexibility and power of this system is demonstrated by its ability

to simulate many types of interconnection networks and control schemes

that have appeared in the literature.

As the costs of microprocessors continue to decrease, more Large

scale multiprocessor systems are being proposed and built. This thesis

wilt aid system architects in designing a partitioriable interconnection

network appropriate for their particular needs.
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!- INTRODUCTION

Two basic factors influence the speed of operation of a computer

system . First is the speed of the logic circuits. Futur~ technology

prom ises to bring this into the picosecond delay range, hut theoretical

limitations, such as the speed of Light , mean that other methods should

he used-to increase computational speed . The second factor , then, is

t he organization of the machine and the algorithms which it performs.

Inexpensive microprocess ors have made large scale parallel process—

ing systems feasible. Such architectures can be used for problems that

can be bro ken into independent subtasks , wh ich can he done simultane-

ously, thus increasing computational speed. Examples of problems that

benefit from paral lel processing systems are weather forecastinq, imaqe

processing, and air traff ic control.

One tyoe of parallel architecture is an SIMD (single instruction

stream — multiple data stream) system . The main components of this tyoe

of system are

(1) N processing elements which operate in paralle l., all, execut ing the

same instruct ion at the same time,

(2) one control unit (CU) , wh ich sends inst ructions and other control.

information to the processinq elements, and

-

~~ I 
_________ 

_______________  

~1

E 

- -- - -  —- - - —

~~~~~~~~~~~~~~~~~~~~~~~~~ 
— — - - - - - -— — - --

~~~~~~~
- - - - - --

~~~~~~~~
-

~~~~
- _

~~~~
___t- 

- - -s’ -v--
—-5— I. ~~~~~~~~~ ~~~~~~~ — -



‘
- -5-- - - --5-- - 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~ 

- 
- _______ - 

—~~

2

(~) an interconnection network, which allows the process-inq elements to

communicate among themselves.

Many questions remain unanswered about the desiqo and use of inter-

connection net~orks. This research formulates design criteria and

analysis techniques for interconnection networks with emphasis placed on

a class of multiprocessor systems which we cat ). partitionable parallel

processing systems. A partitionab le parallel processing system is a

reconfiqurabte parallel computer which can be configured not only as one

SIMt) machine with N processing elements, but also as many smaller SIMI)

machines. If T tasks each require at most N/T processing elements, t hen

this multiple SIMD mode more fully utilizes the system.

Chapter II introduces the terminology of parallel systems and

interconnection networks which wi ll, be used throughout this research. A

survey of the background literature in the field of interconnection net—

works is presented in Chapter III. Some of the networks which are dis-

cussed and analyzed in this work are introduced in Chapter III.

Chapter IV considers various aspects of the structure of networks

-

. 

and the circuits used to build them. Single stage networks and multi-

stage networks of combinational logic are designed. ~y inserting regis-

ters after stages of a multistage network, blocks of data can be pine—

lined through the network to improve the effective throughput of the

data transfer. The effects of pipelining on the cost and data transfer

time of the network are analyzed. Comparisons are made between pipe—

lined and unpipelined (combinational Logic) multistage networks.

The partitio ning of an interconnection network into independent

subnetworks is discussed in Chapter V. This allows a single set of
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processors to act as many independent SIMD machines. The partitioning

properties of single stage, multistage , and pipelined networks are

analyzed. The capabilities and restrictions imposed by partitioning are

investigated .

In Chapter VI, an enhanced network, the Augmented Data Manipulator ,

is analyzed. The Augmented Data Manipulat or is a highly flexible multi—

stage network. Its capabi tities are compared with other networks, and

some group theoretic properties of the way in which it passes data are

presented.

Image processing tasks can efficiently uti lize parallel computer

systems. Chapter VII presents three para Llel image processing algo-

rithms , a smoothing algorithm , a histogram formation algorithm , and a

data classification algorithm. For each, the results of Chapter IV and

V are used to analyze the effect of the interconnection network of the

paral Lel system upon the performance of the algorithm.

Little is known about the interaction of interconnection networks

and parallel algorithms. An effective system design aid would he one

which simulates the effects of a proposed interconnection network. Such

a tool, the emulator system, is introduced in Chapter VI!!. Consistin g

of a set of processing elements which interface to a powerful set of

interconnections among the processing elements, the emulator system can

simulate a wide variety of existing and proposed interconnection net-

works. The processing elements offer computation capability to test

schemes to control an interconnection network.

In this research , the interconnection networks presented in

Chapters II and III are studied . The various analysis techniques which 
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are used for this work can be generalized and applied to other intercon—

nection networks. Thus, the significance of this work lies not only in
the specific results, but also in the methods used to obtain them.
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II. DEFINITIONS

~~~~~ 
SIMD Computers

Typically, an SIMD machine (single instruction stream — mu Ltip le

data stream) rFL661 consists of a control unit (Cli), N processors, N

memories, and an interconnection network. The CU broadcasts

instructions to the N processors, and all active processors execute the

same instruction at the same time , hut on different data streams.

processors pass data among themselves through the interconnection

network. The model for an SIMD computer used here allows each processor

a private memory. This combination is referred to as a processing

element or RE. The interconnection network links PEs, as shown in

Figure 11.1, and this model is referred to as the PE—to—PE mode).. The

Illiac IV rBAR681 is configured in this fashion. Another mode l (Fiqurc

11.2), the processor—to—memory model, uses the interconnection network

r to move data from the processors to the memory and vice versa. The

orocessors and memories of the STARAN computer !~~A75T~ are connected is

this manner. The RE—to—RE model can simulate the processor—to—memory

model and vice versa. If processor P(i) addresses memory M(j) in the

processor—to—memory mode l, then in the PE—to—PE model, if PE (i) passes

an address to PE(j) and PE(j) passes the data from its memory back to
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Figure 11.1: A PE—to—PE model of an SIMD machine for N = 2”.

- 

~~~~~~~
-t_

~~~~~ 
- - 

-

, — ---

- - - - , -~~~~~~
I.- 

~~~~~~
~~~~~~~~~~~~~~~ .~.—~-k’A ~~~~~~~~~~~~~~~~~~~

- - - - - - - -
~-- _ _ _ _ _ _ _ _ _ _ _ _



- -

~~ 

- —5,

~~

---- - -.—- — -

~

-—- -

~

-—- . —-— ~~~— - ____ _ _ _ _ _

7

[ CONTROL UNIT

_ _ I H _ _  -

processor 0 ~ ~rocessor~j [~~ ocessor
2J 

... LProcessorN_lI

INTERCO~~ECTICN NEIWCRK

memory0 men~ory1 I L memory2 ... 
[
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Figure 11.2: A processor—to—memory model of an SIMD machine for N = ~~
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PE(i), the effect is the same.

Each RE is assigned a unique address from 0 to N—i, where N is a

oower of two, that is, N = 2°, and n = 1092 N. The address in binary of

an arbitrary PE P is denoted by ~~~~~~~~~~~~~ When a specific qrouo

of PEs is referenced, the group can be identified by specifying each bit

of the n bit RE address as 0, 1, or X, where X -is a “don’t care” state

— (this is based on the “RE address mask” notation rSIE75, SIE77a, SM7R1).

Superscripts are used as repetition factors. For example, the set of

all. odd numbered PEs is X~~
11, and the set of all, even numbered PEs is

~
n—l ø It is assumed that each RE knows its own address. Also, let

represent the complement n-f p..

Each RE has special data transfer registers (DTRs) for passing data

to and receiving data from the network. PE5 toad data into DTRin

registers, and the data are moved by the interconnection network to the

DTRout registers, from which the PEs can access the data.

SIMD machines perform certain types of tasks, such as matrix

• computations, faster than conventional single processor serial operation

computers. Consider the elementwise addition of two vectors, A and B,

both with N elements. Let the resultant sum, C, be stored as an N word

vector. Assume the SIMD machine has a RE—to—RE configuration , and that

- - 
A (i), 8(i), and C(i) are stored in PE(i), 0 ( i < N. To compute C, a

serial computer executes the code

for i = P until N—i step +1 do -

C(i) = Mi) + 8(i) ,

arid uses N steps to complete the operation . The STMP computer is a

parallel processor, and earns this name by processing all N elements of

_ _  

I- 
--~~ i— -~ -- -- .

~~~
.- - - - - - - - . --. 



‘
~

- - :—::-r~-’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
- -5 - - - - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - 5-

9

the vector addition in parallel. So, PE( i) performs C( i) = A ( i )  + 8(i),

simultaneously for alt i, C) < i < N. The SIMD computer completes the

operation in one step consisting of reading A (i) and T~(i) from memory,

adding the two, and writing the result into C(i).

In the example above, the SIMD machine completed the task faster

than the serial processor because the data were distributed amonq N PEs,

and no communication was needed among the PEs. For some tasks, PEs must

pass data among themselves, and it is the interconnection network which

supports this data movement .

The next example illustrates the function of the interconnection

network of the SIMD machine. Suppose that the vectors A, B, and C are

stored as in the previous example, and that each is N words tong .

Consider the code

for i = 1 to N—i step +1 do

C(i) = A (i—i ) + 8(i)

C( r)) =

The SIMD computer performs this task in five steps.

(1) Before PE(i) can perform the addition , it must receive A (-i —i ) from

PE(i—1). So, first , PEs P through N—2 move data into DTRin

simultaneously,

(2) Next, the interconnection network is set to move data from PE (i—1)

to PE(i), for all i, 1 < i < N, simultaneously,

(1) Then, PE(i) retrieves the data from DTRout, for all i, P < i < N,

simultaneously,

(4) The addition is done in PEs 1 throuqh N—i simultaneously .

(5) Lastly, PE (fl) stores 8(0) in C(0).
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For comparison, the serial. processor performs this task in N steps, each

of which is a read—add—write step or a read—write step.

These two examples show that, while the SIMD machine has about N

times the hardware of a serial processor, it does not always perform a

task N times faster. In the second example, the overhead introduced by

data transfer among PEs limited the speedup of the task. A more

extensive tutorial on parallel processing is found in rKUC7ll.
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11.2. Interconnection Networks

The interconnection network may take many forms. A bus structure

(Figure 11.1) requires the least hardware of any method. But, only one

RE at a time may use the bus, and so transfers that require all PEs to

move data are time consuming . At the opposite extreme, a crossbar

switch matrix (Figure 11.4) can connect any RE to any other PE and can

allow all PEs to transfer data simultaneously. Since a switch is

required at each switching node of the crossbar, 0(N2) gates are

required . Thus, the network is too expensive for use with a large

number of processors. Benes rBE651 proposed the rearrangeable switching

network, which has the same capability as the crossbar but uses only

0(N log2 N) gates. But the fastest algorithm to set up the network

requires time 0(N log2 N) rOPT711.

A practical interconnection network must compromise the speed of

the crossbar and the cost of the bus. This work will consider networks

that are less complex than the crossbar but faster than the bus.

An interconnection network can be described as a set of

interconnection functions, where each interconnection function is a

permutation (bijection) on the set of RE addresses rSIE75, SIET7a1. When

interconnection function f is applied, PE(i), if active, passes its data

to PE(f(i)) for all i, C) < i < N, simultaneously. To pass data from one

RE to another RE, a programmed sequence of interconnection functions

must be executed. An equivalent definition is that the interconnection

network takes the set of RE addresses as its input and produces as its

output a permutation of these RE addresses, i.e., it transforms (or

maps) input address I to output address 0. For example, suppose that

_
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Figure 11.3: A bus structure for connecting N PEs.
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PE(i) wishes to send data to PE (i+1). The resulting permutation is f (i)

= (i + 1) modulo N, where i is the address of the PE at the input of the

network, and f(i) is the address of the RE that receives data at the

output of the network. These two definitions will be used

interchangeably.

Four interconnection networks are of particular interest here.

The Cube network consists of the n functions defined by

Cube ,(P~,.1...o1~0) =

for P < i < n tSIF.75, SIE77a1.

The Cube interconnection functions can be interpreted

geometrically. Let the RE addresses represent the vertices of an n

cube. For n = 3, the eight vertices of Figure 11.5 are the the eight

PEs with addresses 000 through 111. Let the address at a vertex be P =

The Cube network has the effect of connecting each vertex to

its n neighbors, that is, those PEs whose binary addresses differ in - 

-

only one bit position. In Figure 11.5, horizontaL lines connect ver t ices

whose Labels differ in bit p~, diagona l lines connect vertices whose

labeLs differ in bit p1, and vertical lines connect vertices whose

labels differ ir bit p2. For example, Cube0 connects the following

pairs of processors: 000 and 001, 010 and 011, 100 and 101, and 111) and

lii. That is, Cube0 
(0) = 1, Cube0 (1) = 0, Cube0 (2) = 3, Cube0 (~~~ ) =

2, Cube0 (4) = 5, Cube0 (5) = 4, Cube0 
(5) 7, and Cube0 (7) = 6.

Various types of cube networks have been explored. The multistage

network used in the STARAN is a hardware series of cube functions

tBA76). The SW Banyon with S F = 2 !6L73, G0K761 is a cube type

network. The delta networks proposed in !PAT7Q I include the Cube
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111

000 
001

Figure 11.5: For N = 8, the Cube interconnection functions can be

viewed geometrically as connecting the P vertices of a 3 dimensional.

cube.
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topology. The interconnection network for the CHOPP multiprocessor

system rSuB7-71 employs the cube interconnection functions. In rRATh,

BAU74, PEA77, SIE7Qb, SIE78h1, the usefulness of this type of network is

shown .

The Shuffle—Exchange network 1 ST711 consists of two functions. The

Shuffle function is defined as

Shuffle (P~_1...P1p0) = ~n—2~~~~1~fl~n—i

The Exchange function is defined as

Exchange (p~.1 P~_2...~1Pp
) =

The Shuffle function is analogous to shuffling a deck of cards, as

shown in Figure II.6a for N = ~. The top and bottom cards of the deck

remain stationary, i.e., Shuffle(fl) = I’) and Shuffle (7) = 7. The

remaining cards are intermixed , one from the first half of the deck

followed by one from the second half of the deck. Figure II.6b

illustrates the Exchange function for N = R • Without the Exchange

function, all permutations of input addresses to output addresses which

the Shuffle—Exchange network could form would require that PEs 0 and N—i

be mapped to themselves. Note that Exchange (P) Cube0 (P).

This network is the basis of Lawrie ’s omega network 1 LAW751. It is

also included in the networks of the RAP 1CGY74] and Omen rHIC)721

systems. It has been shown to be useful in !GOL6i , LAN76, LAST76,

SIE7Qb, SIE78b, ST7I].

The Plus—Minus 2’ (PM2I) network consists of the 2n functions

defined by

PM2~ 1
(j) = j + 2 ’ modulo N

PM2_~ (i) = j — 2’ modulo ~1

_ _ _ _  _  
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for  P < j  < N, C) < I < n rSIEY5, SIEl7a). Throughout this discussion, i f

(j  — 2’ ) < 0, then the convention wil l  be that C-i — 2’) mac-kilo N

(N + j — 2 ’) modulo N. For example , (0 — 2) moduto 8 = (8 + ‘) — 7)

modulo 8 = 6 modulo 8. Note that PM? = PM? . A PM?I —

+(n—1) —(n—I)

interconnection function has the effect of adding or subtracting 1 in

the tl~ bi t position . Figure 11.7 shows the P~12~~ interconnections for

N = 8 .

Feng’s multis tage data manipulator rFE74 1 is a hardware series of

PM2I function3. The augmented data manipulator rSIS78J is a multistage

PM2I network with a very general control structure. The usefulness of

the PM2I network is discussed in 1 FE74, SIE79b, SIE7Rb, SIS7R1.

The Illiac network is the network used on the Illiac IV computer

E9AR681. The PEs are configured as a —iN X —IN array, and the

interconnection network has the effect of connecting each PE to its

north, south, eas t, and west neighbors, as shown in Figure 11.8. The

four interconnect ion functions are

It Liac~1 
(i) = (I + 1) moduto N (east)

Illiac ,1 (I) = Ci — 1) moduto N (west)

Illiac C i) = (i + m) modulo N (south)

Illiac _
~ 
(j) = Ci — m) modulo N (north)

whe re N 2°, and m ~ -~I1I is an integer rs!E75, SIE77a~. The Iltiac

interconnection functions are a subset of the P~12I functions, where

Ilt iac~1 
(i) = PM2~0 Ci), Illiac_1 Ci) = PM2_0 Ci ), Il.tiac+m C~~

PM24 1 2 - (i), and Illiac Ci) = PM2_~ ,2 (-i) .
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PM2~ 1 
PM2_ i

Figure 11.7: The PM2~~ interconnection functions connect PE(i) to

PE(i+2 modulo N), and the PM2 1 interconnection functions connect PE(i)

to PE(i—2 modulo N), 0 < I < N. Here, N = 8.
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12 t3 34 15 — —

Figure 11.8: For N 16, the Illiac network connects PE(i) to PE(i+1

modulo 16), to PE (l—1 modulo 16), to PE(i+4 modulo 16), and to PE(i—4

modulo 16).
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11.3. Network St ructures

A network can be construc ted as either a rec i rc ulating or a

multistage network. A recirculating network is an interconnection

network with a single stage of switches. The stage is reused until data

4 reach their final destinations. A complete data transfer may take

several passes through the network. Fi gure 11.9 illustrates this

arrangement . A multistage network is an interconnection network

composed of seve ral, usually log N, stages of combinationat togic

swi tches. In general., a single pass throug h a multistage network is

sufficient to route data to their destinations. However, when a sing le

pass i s insuff i c ient, mul tiple passes may be used. Figure 11.10

illus trates a multistage network.

For constructing multistage networks such as the STARAN and omega

networks, the interchange box is a useful building block tS1S781. The

interchange box is a two—input two—output device that, in the most

general case, may assume one of four legitimate states (Fiqure 11.11).

Let the upper input and output Lines be labeled I and the Lower input

and output lines be labeled j. The four legitimate states are: (1)

straight — input i to output i, input j to output j; (2) exchange —

input i to output j, input j to output 1; (3) tower broadcast — input j

to outputs i and j; (4) upper broadcast — input I to outputs i and j

CLAW751. A two function interchange box is defined to be an interchange

box capable of either the straight or exchange states. A four function

interchange box is defined to be an interchange box capable of being in

any of the, four legitimate states. 
—
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Figure 11.9: A model for a recirculat ing network for PE(i).
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Figure 11.10: A model for a multistage interconnection network for PE(i).
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Figure 11.11: The Interchange box is a two—input two—output device that

can be in one of four legitimate states: straight, exchange, lower

broadcast, or upper broadcast.
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The control structure of a network is an important consideration .

For multis tage networks, three types of controls are discussed in

rSIS7R]. Individua l stage control allows one contro l signal for each

stage of the network. Individua l box control uses a separate contro l

si gna l for each interchange box in the network, using hardware tPEA77I

or software (des tination tags) rLAW751. Parti al stage control uses mo re

than one but less than 19/2 control signals at any stage of the network.

The typical control mechanism for a recirculating network assumes

that only an active RE can send and receive data. An inactive PE can

only rece ive data, because an interprocessor data transfer instruction

is executed only by active PEs. Here, a cont rol is int roduced that

di f fers from the usual SIMD cont rol, where the re is a s ing le inst ruc ti on

stream, and all active PEs must execute the same interconnection

function. By providing each RE with its own rout ing control register,

this restriction is removed. Independent function control. alLows each

PE to execute any set of the implemented interconnection functions. For

exam p le, us ing a Cube network, PE(P) might send data to all PEs whose

addresses differ in one bit from P’5 address by executing all log2 N

Cube func tions, Cube0, Cube1, etc. Also, different PEs may use

different funct ions, e. g., PE(0) may use Cube0 while PE(1) uses Cube1.

___________________________ 
_ _ _ _ _  

___  

1-
1~ 

-5 — —-5 - 
~~~~~~-.~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ __  — 

- _____________

- - - -- —
~~

- -
~~~~~~~~~ L ~~~~~~~~ 

— - -  — —. - ~~~~~~~~—- •-~~~
-

~~~~~~~~~~-~~~- 
-

~~- ~~~~~~~~~~~~~~~~~~~ —



:I
. - _ -

~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~
-
~~~~~ ——— ~~~

- - - - — — -  _________ — - -~~~~

26

11.4. PE Address Masks

In the normal. ‘execution of an SIMD program, all. PEs will respond to

the instructions issued by the control. unit. A masking scheme can be

provided which aUows the user to select a subset of PEs to respond to

the instructions. To select which PEs are active, an n position PE

address mask may accompany an instruction rSIE75, SIE17a1. Recall the

address specification notation of section 11.1. Each position of the

mask can be 0, 1, or X (don’t care). For a given mask, the PEs whose

addresses match the mask are active. For example, if 198 and the mask

spec i fied is

MASK CO1X]

then the active PEs are 010 and 011, and only these two respond to the

instruction which - follows the MASK command.

A negative PE address mask is the same as a regular PE ad fress

mask, except that it activates all those processors which do not match

the mask CSM78]. This type of mask can activate sets of processors that

a single regular mask cannot. A negative RE address mask is prefixed by

a ‘— ‘. Superscri pts are used as repet it ion factors when descri bing

masks. For example for N = 2r~, the command

MASK r:—rl°]

activates alt PEs except PE(0).

Logical operations can be applied to two RE address masks to

specify another sct of PEs. The Logical OR of two masks forms the union

of the two sets of PEs specified by the masks. The logical AND of two

masks forms the intersection of the two sets of PEs. For example, the

command
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MASK rxn—l O, OR CX°20l’

act ivates all PEs with even addresses and all PE5 whose addresses end in

01.

Other masking schemes may be used. The general address masks of

the Illiac IV computer use a bit vector of Length N rBAR6R). PE(i) is

act ive if and only if the jth bi t of the vector is one. Data

conditional masks reflect “if— then—else” statements 1 SM781. When a

condit ional statement is encountered in a program, each RE executes the

statement for different data, and so the outcome may be di fferent f rom

one PE to the next. Consequently, each PE sets an interna l flag so that

it will be active for either the “then” or the “else” but not both. So,

each PE is conditionally active based on the results of a comparison.

In describing the simulation algorithms of Chapter VIII, an Al gol—

like language will be used. It includes statements that indicate which

PEs are to be active during execut ion of an algorithm. “for all PEs”

means that all N PEs are to execute the code which follows. “i f A then

B” statements first cause A to be evaluated . Only PEs for which A is

true are active for the execution o-f B; all others are inactive. “if A

then B else C” sta tements cause A to be evalua ted, d isable PEs for wh ic h

A is false, exec ute B, disable PEs where A is true and enable PEs fo r

which A is false, and then execute C !SM781.
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III. LITERATURE REVIEW

The traditional N X N crossbar switch is too expensive for use in a

Large SIMD computer. Other networks have been proposed that can produce

all permutations of RE addresses in one pass through the network .

One such network is the rearrangeable switching network C3E65),

which uses 0(N log
2 
N) gates, but requires 0(19 1092 

19) time to set up

the network COPT71J. Feierbach and Stevenson CFS77] have investigated

this network for use in an SXMD computer with 1024 PEs. Algorithms are

presented which implement a k—shift (PE(j) sends data to PE(k+j)), the

perfect shuffle, and broadcast ing (PE(j) sends data to all other PEs).

Figure 111.1 shows this network built using two function interchange

boxes for N = 8.

Batcher ’s sorting network tBA68, KN73) could be used as an

interconnection network. It requi res O(N (Log
2 

19)2) gates, and

requi res O((tog2 N)
2) time to pass data through the network. This

network is shown for N = 8 in Figure 111.2 rSIE78b]. The building bloc k

for this network compares its two inputs and orders them accordingly at

the outputs.

Both recirculating and mul tistage Shuffle—Exchange networks have

been examined in the literature.
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Figure 111.1: The programmable switching network CFS77] is a Benes

- rearrangeable switching network, shown here for N = 8.
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Stone CST71~ has published algorithms which show how the perfect

shuffle can be used. Algori thms for polynom ial evaluation, sorting

using Batcher ’s bitonic sorting algorithm , calculat ing the FFT using

Pease ’s algorithm , and matrix transposition are presented .

Lawrie ’s omega network CLAW73, LAW75~ -is an ex panded mul ti stage

Shuffle—Exchang e network. The omega network is an n stage network, where

each stage is a Shuffle followed by a four function interchange box as

shown -in Figure 111.3. A control procedure for the omega network was

presented in CLAW75J where destination tags for each datum determine its

path through the network.

Wen tWEN76] also has presented results for the omega network.

Var ious types of control methods are investigated such as pass ing

destination tags and using read only memory to store contrc.L

information. Also presented are methods of broadcasting one datum to

other PEs and partitioning the omega network into groups of 2
r PEs out

of 2n PE’s. Parallel algorithms for linear recurrence relations and

matrix mut.tip~.ications are presented and analyzed .

- 
- 

Lang £LAN76J has studied the Shuffle—Exchange network. He has

presented a modificat ion of a reci rculating netwo rk whi ch, by adding

queues at the input to the network, can realize any permutat ion in at

worst 0(—/N) time. A simplified Shuffle—Exchange network has been

presented CLAST76J. This network needs less logic to control the

network than the omega network. While it cannot perform all omega

network permutations, it can form many usefu l ones. A method of

partitioning this network has been given which assumes that all

partitions perform the same interconnection function .
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Fi gure 111.3: The omega network is a log
2 N stage Shuffle—Exchange net—

work wi th four function interchange boxes CLAW75].
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Several Cube networks have been presented in the literature. The

CHOPP mach ine CSU877], a multi ple instruction stream — multiple data

stream (MIMD) machine CFL663 design, uses a recirculating cube network

to move packets of information among processors. The flip network of

the STARAN CBA76J SIMD machine is a multistage Cube network which moves

data between processors and memory or between processors and processors.

Two set of controls are provided for the flip network as shown in Fi gure

111.4. The flip controls are individua l stage control for the network.

The shif t controls are partial stage control and allow the network

perform all shif ts of 2’ modulo 2~, 0 < i,j < n. That is, the

permutations of RE addresses where PE(k) sends data to PECk + 2’ moduto

2~) for all k, 0 < k < N. Pease £PEA7fl has also worked with a

multistage Cube network, the indirect bina ry n—cube (Figure 111.5), for

use in systems wi th large numbers of processors. lie has shown how such

a network could be used for spectral analysis algorithms and matrix

operations. In ESIS7&l, a generalized cube network (Figure 111.6), a

multistage Cube network, was introduced and used as a bas i s for

comparing multistage Cube networks .

Feng’s data mani pulator EFE74J is based on the PM2I functions. The

data manipulator network (Figure 111.7) consists of n stages of N cells ,

whe re for 0 < j  < N, and 0 < i < n, there are three se ts of

interconnections from input cell j at stage i : PM2~ ., PM2 ., and

straight to output cell j. Each stage of the network is controlled by a

pair of signals selected from a group of six. Li1 (PM2_,
), D1 (PM2~~

),

and H
1 

(strai ght) control cells whose ~th bit of the address i s 0, and
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Fi gure 111.4: The STARAN flip network for N = 8 C0A761. (a) The flip

control is individual Stage control. (b) The shift control is partial

stage control.
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Figure 111.5: The indirect binary n—cube is a 1092 N stage cube net—

work, shown here for N = 8. The first stage forms Cube0, the second

Cube1, and the last Cube2 CPEA77J.
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Figure 111.6: The generalized cube network, shown here for N = 8, is a

1092 
N stage cube network. The first stage, stage 2, forms Cube2, the

nex t forms Cube1, and the last forms Cube0.
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Figure III.?: Thc data manipulator network (FE74 1, shown for N = 8, -is

a log, N PM2I network.
The dashed lines represent the U control line interconnections.
The dotted lines represent the H control line Interconnections.
The solid lines represent the 0 control Line interconne~~ions.For stage I, U1, D~, and H1 control those cell~hwhose I bit is 0,
and U1, 02, and H2 control those cells whose i bit is 1.
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U2 (P112_ ), D2 
(PM2~ .), and H2 

(straight) control those cells whose ~
th

bit is 1.

The augmented data manipulator 1S1S78, S!E79a~ is a data

manipulator with individua l cell control. That is, each cell receives

none, one, or two of the signals H, U, and 0. Since each cell in

controlled independently, the set of permutations that the network can

perform is a superset of those of the generalized cube network CS1S78].

Siegel has presented comparisons of the Shuffle—Exchange, Cube,

P1121, and Illiac networks CSIE77b]. Lower and upper time bounds have

been presented for each network to simulate any other rSIE77a, SIE79b].

The effects of PE address masks have been related to the number of

permutations on the set of PE addresses that a network can perform

CSIE77a]. Algorithms have been presented which show how a network can

simulate an arbitrary interconnection with the aid of Batcher ’s bitonic

sorting algorithm by sorting destination tags associated with the data

presented to the network CSIE78b]. In CSIS78, SIE79a], it was shown

that some multistage networks have the same topologies and so can

perform the same permutations. This fact will be used extensively in

proving theorems in Chapters V and VIII.
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IV. NETWORK STRUCTURES

lvi . Introduction

Three types of interconnection functions, the Cube, the Shuffle—

Exchange, and the Plus—Minus 2’, are implemented as recirculat ing

(single stage) networks and as multistage combinational logic networks

-~ 
- in section 2. Comparisons are made on hardware complexity and delay to

transfer data. The Shuffle—No Shuffle—Exchange network is introduced in

section 3. This network has all the capabilities of the multistage

Shuffle—Exchange network, but in addition, can perform I to n—i shuffles

in one pass through the network. Section 4 considers breaking a data

- -  - word into segments before passing the datum through the network. Then,

the width of the network is smaller than when the wider data word is

passed all at once. So, more than one pass is made through the network

to pass the data. Alternatively, for a multistage network, the network

can be pipeLined and the S segments passed in parallel. The cost and

delay to pass S segments are compared for these cases.
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IV.2. Hardwa re Implementations

In order to compare these networks, typical circuits for each are

presented. Comparisons of gate count and circuit delay are made for

multistage and recirculat ing Shuffle—Exchange, Cube, and P1121 networks.

For simplicity, the followi ng analysis is made on networks that are one

bit wide. The costs of DTRin, DTRout, and any hardwa re needed to

interface with the network are not included in the network cost

estimates. The delay times presented are intended as approximations and

are useful for comparisons. In practice, the speed of the network will

also depend on the speed at which control signals can be generated and

on the technology of the circuit design. Table IV.1 summarizes the

H notation that will be used in the discussion.

Three muLtistage Cube networks which have been presented in the

Literature are the STARAN flip network C8A76], the indirect binary n—

cube CPEAT7J, and the generalized cube CSIS78]. In C51S78], it was

shown that these three networks and an n—stage Shuffle—Exchange network

are all topologically equivalent.

With this in mind, a circuit for an 8—item generalized cube network

H is presented -in Figure 111.6. At the input and output to each stage,

each line has an n bit binary address, P, 0 < P < N. Stage i compares

input Lines I arid I’, whose addresses differ in only bit i, and

conditionally exchanges data between I and I’. In this way, a Cube.

function is implemented . The interchang e box (Figure IV.1), on which

this Cube network can be based, conditionally interchanges the data at

Its Inputs, thus performing a conditional exchange. So, stage i of the

network forms Cube1, 0 < i < n. The circuit uses n*N/2 interchange
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Table IV.1: Definitions and abbreviations

NOTATION MEANING

dr delay of a register
cr cost of a register
dm delay of a multiplexer
cm cost of a multiplexer
dms delay of the logic for one

stage of a multistage network
cins cost of the logic for one

stage of a multistage network
drn delay of the logic for a

recircuLating network
drs delay of the Logic for a

recirculating Shuffle—Exchange
network

cbr cost of the logic (buffers)
for a recirculat ing network

Cr cost of a recirculat ing network
Cp cost of a pipelined

multistage network
Cm cost of a combinational logic

multistage network
Tr time delay of a recirculating

network
Tm time delay of a combinationa l

logic multistage network
Ip time delay of an n—stage pipelined

multistage network
1k time delay of a k—stage pipelined

multistage network
W width of a data word to be

transmitted through the network
S number of segments into which a

data word is divided
Q the number of passes made through

a recirculating network to
H compLete a desired transfer

N the number of PEs in the system
n log2 N
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Exchange

DO
- out

DO.in

Dl0~~
Dl In

Figure IV.1: An interchange box. If “Exchange” = 0, then DO0~t 
= D0~~

and DI0~t 
D1 1~. If “Exchange” = 1, then DO0~t 

= D1~~ and Dl0~t 
=

DO ,,.
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boxes, or 7n*N/2 gates, and has a delay of dms*n + 2*dr, where dms is

the delay through the interchange box, and 2*dr represents the delay

through DIR-in and DIRout.

As a design example, suppose it is desired to build a multistage

generalized cube network for N = 1024. This 10 stage network could be

designed using off—the—shelf components. An inverting interchange box

made from AND—OR—INVERT gates (S197451) can be used in place of the NAND

gates in Figure IV.1. This circuit (Figure IV.2) performs the same

function as the interchange box, but the outputs are complemented .

Since interchange boxes are cascaded to form a multistage network, if n

is even, these inverting outputs cancel. For example, after stage n—i ,

the data are complemented, but after stage n—2, the data are true. A

design for a 10 stage 1 bit wide generalized cube network would requi re

512*10 = 5120 dual 2—wide 2—input AND-OR—INVERT chips (SN7451) and

5120/6 = 854 hex Inverter chips (SN7404). This is a total of 5974

integrated circuit packages, or less that 6 integrated circuit packages

per bit per PE.

Alternatively, an interchange box can be constructed from two

2—line—to— i—line multiplexers. Let the output of multiplexer zero be

DO
~~~
, and let the output of muLtiplexer one be Di t. If exchange = 0,

then multiplexer zero selects DO. and multiplexer one selects Di . . Ifin in

exchange = 1, then multiplexer zero selects D1~ and multip lexer one

selects DO~~. One integrated circuit (an SN74157) may contain four such

muttiplexers which all respond to the same control signals. So, a 2—bit

wide generalized cube network for N = 1024 can be built using 512*10 =

5120 quadruple 2—Line—to—I—line multiplexers (SN741 57), or less than 3
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Exchange

D

~

L

~~

SN7145 1 
- I

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Figure IV.2: An inverting interchange box using AND—OR—INVERT logic.
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integrated circuit packages per bit per PE.

A multistag e P1121 network can be built from the modules of Figure

IV.3 CFE74). Referring to the multistage network for 19=8 in Figure

111.7, a Logic module of stage 2 has the construction of the left -hand

side of the module of Figure IV.3, while the receiving right—hand side

of the module lies in stage 1 of Figure 111.7. The number of gates

needed for an n stage P112! network is 4*N*n, and the delay -is dms*n+2dr.

A 10 stage 1 bit wide PM2I network could be designed from discrete

components using 3*1024*1014 7680 2—input NAND packages ($197400) and

I1O24*10/3~ = 3414 3—input NAND packages (SN7410). This is 11,094

integrated circuit packages, or less than 11 chips per bit per PE.

Figure IV.4 shows a circuit for a recirculat ing Shuffle—Exchange

network. At any pass through the network, either a shuffle or an

exchange may take place. Referring to Figure 11.9, to accomplish

multiple passes through the network, a recirculating network allows a H

multiplexer to select data from DTRin or DTRout for input to the

network. Q passes through the network may be requi red to complete a

desired transfer of data between PEs. This circuit uses 319 gates and

has a delay of dr + Q( dr + dm + drs ).

The recirculating Cube network can be built using tn —state buffers

with outputs that can be OR—TIED together, as shown in Figure IV.5. A

recirculating PM2I network could be constructed similarl y (Figure IV.6).

The Cube network uses N*n buffers while the P112! network uses 2*N*(n—1)

buffers, since 
~~
2+(n—1) = ~

M2— (n— 1) Both have delay dr + Q  ( dr + dm

+ drn ). For small n, the Cube network could be built using 2 Levels of

NAND gates, where the input to the network is composed of 2—input NANDs

is 
_ 
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PM2 _ 1 PM2~ 1

To cell
k + 2

Figure IV .3: A P112! module for row k EFE74].
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Figure IV.4: A circuit for a recirculating Shuffle—Exchange network for

PE(i), 0 < I < N.
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Cube2 
To PE(Cube2( l ) )

Cube1 
~ jZZ1. To 

From PE (Cube 2(1))

-I.._.>———
FromCube0 — ‘RI PE(Cubej (~)) To —

~~~ rn - 5 ( ;  L,.> PE ( Cu be~ ( i ) )  - 
— PE(i)

-- - From
PE(Cubc~U))

11
CONTROL

INPUT OUTPUT

TRI-STATE BUFFER

Figure IV.5: A circuit for a recirculating Cube network for PE(i),

0 < i < 8.
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PM2~0
To From

i—I )o__PE.~~1 PE 1~~1
PM2 

~~~-O To From

- PM2~ 1 

PE. 1 PE. 1

To From

P112_ 1 

PE.~ 2 PE .~ ,,

PE 1.2 PE i..2
PI42~ 2 

-

To From
- PE 14~ ~~~~ —

F igure IV.6: A recirculating P112! network for PE(i) , 0 < i < 8.
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and the receiving side is composed of n—input NANDS. For large n, due

- - 

to fan—in and integrated circuit package count limitations, the t n —

state buffer design is preferable.

When selecting an interconnection network, the time to compLete a

data transfer is an important consideration . For a recirculat ing

network, this time is proportional to the number of passes made through

the network, Q, 0 < Q < n. In the case of the multistage network, for

any data transfer, all n stages must be traversed, so as the number of

PEs grows, the time to pass data increases.

For some value of Q, a multistage network and a recirculat ing

network will have the same delay time. If dr = 6 ns, din = 5 ns, drn =

4.5 ns, and dms 6 ns, then the two networks will require the same

delay time if Q = .39 (1 + n). This indicates that the choice between a

recirculat ing network and a multistage network shouLd depend on the

number of interconnection functions used on the average to complete a

data transfer, and thus depend on the types of problems that a system is

designed to perform. For example, if skewed storage CST75] is used,

there will be uniform shifts which may requi re all n Cube functions of a

multistage network. However, sorting using the Cube functions will need

only one interconnection function at a time CSIE73b3. Figure IV.7

illustrates this effect for an n—stage generalized cube and a

recirculating Cube network.

In Chapter II, three types 0f controls for multistage networks were

defined : individual stage control, individua l box control, and partial

stage control. The multistage network implementations discussed here

can be used with any of these controL schemes. The recirculat ing

_

- 
- 

_ _  _  

_

—5- -___&_ _ ----- ---- -
. 

-5’-~~~~~~~~---------_— - -5  5---— -—--- --5-5- ---5-- S~~~~~~~~ . - _~~~~~
_-5

~
_

~~
_ - .5 -  .~~~~~~~~~~~~~~~~~~ ____._~ __$__- a-



-

~~ 

-

1 51

~~
.o.

REC I RCULATING

7

MULTISTAGE N=102’4

_ _ _ _ _ _ _ _  

MULTISTAGE N~6~
s-’ MULTISTAGE N~8

0.0- 1
‘1.00 6.00 LOG 10.00

NO. 0F CURE FUNCTIONS USED

Figure IV.7: Break eve~ points for a multistage Cube network versus a

recirculating Cube network.
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networks designed here can be used with either the conventional control

or the independent function control defined in Chapter II.
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IV.3. The Shuff Ic—No ShuffLe—Exchange Network

For the Cube and P112! networks, any data transfer that can be

accomplished in one pass through a recirculating network can be done in

one pass through a multistage network. This is not true for the

multistage Shuffle—Exchange network. Recall from Chapter II that the

shuffle permutation maps network i nput P = ~~~~~~~~ to network output

Shuffle (P) = 
~n—2~~~~1~ fn—1

From Theorem 2 of CLAW75], it can be shown that the multistage Shuffle—

Exchange network cannot perform the shuffle permutation in a single pass

through the network. Theorem 2 states that for all mappings of source PE

Si to destination RE Di that define a permutation of input PEs to output

PEs, a log2N stage Shuffle—Exchange network can produce this mapping if

and only if

Si � Sj =>

( Si modulo 2k � Sj modulo

OR 
~~~~~~~~ 

modulo 2n—k ~ modulo 2n 1 )
2 2

H for alt k, I < k < n, and for al t  i, j, 0 < i, j  < N, where ~A I is the

greatest integer that is less than or equal to A. Consider two source

destination pairs that occur in specifying the shuffle permutation :

(Si , Di) = 
~°~n—2 ~~~~ ~~~~~~~~~~~

(Sj, Dj) = 
~~ n—2~~~~1~O’ 

pn..2 lPOlh

Then, Si � Sj, but SI moduto 2 = Sj modulo 2 and Di/2 modulo 2~~1 = Dj/2
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modulo 2I
~
1. For k = 1, the two source destination pairs do not satisfy

the criteria of Theorem 2 of ELAW75 1, and so the multistage Shuffle—

Exchange network cannot pass the shuffle permutation.

To rectify this, a Shuffle—No Shuffle—Exchange (SNSE) network is

introduced here. At each stage of this multistage network (Figure

IV.8), the options are staight (do nothing), Shuffle, Exchange, or

Shuffle—Exchange. Data passes through stage n—i, ... , 1, and last passes

through stage 0. Alternatively, the cell i of the network can be

designed as a multiplexer which conditionally outputs the data input to

- —1 . .cell -i , data from Shuffle (i), data from Exchange (i), or data from

Shuffle 1 (Exchange(i)). Assume that at any stage, a shuffle affects all

PEs, and that any exchange signal affects both PE(i) and

PE(Exchange(i)). Unlike Lawrie ’s omega network, no broadcast functions

wilt be allowed . This network can produce all the permutations of the

recirculat ing Shuffle—Exchange network. Thus, it has the advantage over

the multistage Shuffle—Exchange network of being able to perform one to

n—I shuffles in one pass through the network.

Let P = -C (Si , Di) 0 < I < N )- be a permutation mapping of source

RE address Si to destination RE address Di, where the binary

representation of Si is ~~~~~~~~~ and that of Di is d 1...d1d0. A

network passes a permutation P if and only if P conforms to the

acceptable form -for that network, and no conflicts result in the passage

through the network ELAW75). Z P means the network Z passes a

permutation P.
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Shuffle-Exchange
No Shuffle

Exchange

- I 
Shuffle~~ (I)

da ta 
_ _ _ _ _

.- ——.c i — Exch:n;: Sh:f f1e1I~~

Figure IV.8: A ShuffLe—No ShuffLe—Exchange circuit for row i,

O < l < N .
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Theorem IV.!: An n—stage SNSE network can form the following

permutations. Consider two pairs of acceptabLe source—destination tags

pairs, (Si , Di) and CS3, Dj). Then for all i and j, 0 < I, j  < N, the

acceptable source destination pairs have the fol lowing form. For alt t

such that 0 < t < n,

Si n— (t+1) Di n— (t+1)I)(A)— moduto 2 = modulo .2

(B)AND (Si � Sj > ( /\ ( 1~~~~~
-I moduLo 2n—b— 1 

~ ~~~~~~~~ 
inodulo 2n—b—1 OR

1
2

t k 1 modulo 2k+1 ~ 1
2t k ’  

modulo 2
k11 ))) ,

- 
- Or, the pairs are of the form,

2)Si � Sj => (Si modulo 2k � Sj mod 2k

op ~~ moduto 2n—k 
~~~~~~~~ 

modulo
2 2

for 1 < k < n, where

A (ACk ) )

is the logical AND of alt A(k) for 0 <  k < t.

- 

- 

Proo f: An n—stage SNSE network , designated Z, will be analyzed by parts.

Z0 will refer to a network constructed wi th only an exchange function,

i.e., Z0 = E. Z1 prefixes an Exchange—Shuffle stage to Z0, i.e., Z ,1 =

(ES)Z 0 = ESE. Z 2 prefixes an Exchange—Shuffle to Z1, i.e., Z 2 = (ES)Z 1
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= (ES)( ES)Z 0 = (ES)(ES)E. For 0 < t < n, Z~ = (ES)Z t_ l = (ES)tE. The

last prefix creates 2n’ an n stage Shuffle—Exchange network, by

prefixing a shuffle stage to Zn_ Il i.e., Zn 
= S(ES)~~

1E = (SE)n. The

permutations that 2 can pass are the union of the permutations that

z0, z1, . . . , and 2n can pass.

Note that certain cases are not explicitly considered here. For

example, a shuffle followed by k No Shuffles is equivalent to k No

Shuffles followed by a shuffle. Also, a shuffle foLLowed by two

exchanges has the same effect as just a shuffle. The first cases are

not considered in this argument . The second equivalent ones are.

Without loss of generality, it is assumed that if stage i is a Shuffle,

then so is stage j ,  for all j ,  i > j > 0 .

accepts the permutations

~n—1”~1~0 ~~ ~n—1 I~0

A conflict, CO, between two different sources Si and Sj results if and

only if Di = Dj, that is

CO = (~Si/2~ = ISJ/21) AND (Di moduto 2 = Dj moduto 2).

So,

Z0 4’ P (=> (ISi/21 = IDiI2 I) AND

(Si � Sj => NOT(C0)), 0 < i,j < N.

Recall that Z~ (ES)tE. For 0 < t < n, the transition of data is

r
~
n_1

~~~~0 ~~

~~ Pn...2~~~PI
titdt_i

~~~ Pn_3~~~Pi
dtdt_Idt_2

‘ P~_i_t
.pidtdt_i~~~~o.

4
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The acceptable permutations are, thus,

ISi/2~ moduto 2
n—tt+1) fDi/2 t~

h
! modulo 2

n (t+1)

For Si � Sj, a conflict results after k shuffles and k+1 possible

exchanges, 0 < k < t, If and only i f

Ct(k) = (~Si/2~ modulo 2
n k 1  

= ISj/2~ modulo 2
n—k—1 )

AND ( ,Di/2t k , modulo 2k+I = ~~~~~~~ modulo 2k+1)~

Thus, the expression for a conflict , Ct, is

t
Ct

~ 
V

k=0

Therefore,

n— (t+1) . t+1 n—(t+1)( IS~/2I modulo 2 = ~Di/2 moduto 2 )

AND ( Si � Sj => NOT(Ct)), 0 < ~~,i < N.

The combination of the permutations which Z0 through Z~_1 pass is

equivalent to the above statements I) (A) and (B) in the statement of

- - 

( Theorem IV.1.

Zn is a shuffle stage concatenated with 2n—1 and is an n—stage

ShuffLe—Exchange network. From CLAW75], it is seen that Zn accepts a

permutation P if and only if

Si � Sj >

NOT( Si moduto 2k = Sj modulo

AND IDi,2k 1 moduto 2
n—k Dj/2~ modulo 2

n_k
),

I < k < n .

The expression is equivalent to statement 2) in the statement above of

Theorem IV.1.
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The n—stage network Z passes all permutations that are passed by

ZØ, Z1,. .. , Z~. C]

The SNSE networ k can form alt the permutations of the recirculating

Shuffle—Exchange. If x passes through the recirculating network are

needed, then jx/n~ passes throug h the SNSE network accomplish the same

data transfer. This speed—up has been accompLished at the cost of a few

extra gates per PE, 5*N*n for the SNSE network versus 7/2 N*n for the

multistage ShuffL~—Exchange, and for more control signals, n*N/2 for the

multistage Shuffle—Exchange and (1 (Shuffle) + N/2 (Exchange) +

N/2(Shuffle—Exchange)) * n signals for the SNSE network.
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P1.4. Combinational Logic i~~lt i stage Networks

and Pipelined Multistage Networks

In sec tion 2, networks were analyzed as if they we re one bit wide.

Data words may be sent through the network bit serially, but other

met hods may be more e f f ic ient .

Let the w idth of a data word be W bits. A network may be designed

as W p lanes, where each plane is a one bit w ide network CLAW75]. As an

exam p le, consider the 10—stage generalized cube network for N = 10 24

that was described in section 2. The number of packages required for W

= 32 is 5974 * 32 = 191,168 integrated circuit  packages , or about 187

per FE.

The amount of hardware could be reduced by a compromise . The data

word could be div ided into W/3 S segments of data, the network

cons t ruc ted as a 8 bit wide network , and then the data wo rd passed in S

passes through the network.. In this manne r, if the delay of the network

is then the delay to pass the entire data word through the network is

S*D. If the number of gates in a W wide network is C, the number of

gates in the reduced network is G*B/W = G/S.

In order to show how this division of the network mi ght be done,

three sample hardware designs are presented. Design 1 moves data into

and retr ieves data from the network B bits at a time under software

- , 
control. This method is slow, but requires  no ex tra hardwa re for

control. Design 2 multiplexes the S segments into and out of the

network. The W bit data word is loaded into DTRin. An S—to—i

multiplexer supplies the network with each segment of data at the proper

time. An S—to—I demultiptexer retrieves the segments from the network

-— — _e—.--~——~.----
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L
and arranges them in DTRout . Since the maximum delay of the network is

much less than one instruction cycle, this design is faster than design

1,. But, it requi res more hardware for the W bit wide DTRin and DTRout

registers and the B bit wide multiplexer and demultiplexer. Design 3

constructs DTRin and DTRout from B S—bit shift registers. DTRin is made

from parallel—in—serial—out reg isters, and DTRout is made from seria l—

in—parallel—out registers. Let d
~
_,...d,dü 

be a data word . The first

register of DTRin stores bits d5_1...d1d0. The second register stores

bits d2s_i~~ •d,.+i
ds~ 

and the last register stores bits dw_i...dw_s+,dw_

Each c lock period, the least significant bit of each of the B s h i f t

registers of DTRin is presented to the network, the DTRin reg isters are

shifted, and the next B bits are ready to be presented . During the

c lock period, these 9 bits propagate through the combinat ional logic of

the network. Each clock period, at the output of the network , each of

the B shift registers of DTRout receive one bit from the network. Af ter

S clock periods , the S bits in each of the B shift registers are

presented as a W bi t  word to the RE. DTRin and DTRout will be treated as

W—bit registers by the balance of the system. This desi gn is faster

than design 1 and requi res less hardware than design 2.

For an extra cost , overlap parallelism may be added to a multistage

netwo rk to reduce the total time to move S segments of data. Assume that

•~-. --.~~wor k is B bits wide, that DTRin and DTRout are W bits wide, and

-..i f~ r interfacing between the DTRs and the network are small

- 
~~ - - -,t  of the network. Let the network be an n stage

• 
- -- r .q j i  ~.rs of delay dr between each stage, each stage

— f -~~i re  TV .~ il lustrates this arrangement .

_TT~-5
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PE ~~~ PE 0
0 

_____ 
RE

—
~~~ 1

PE 1

PE N_ I — ____ _____ ____ ____ — N-I

stage •..stage • • • stage stage
n—I S I 0

Figure IV .9: A model for a pipelined multistage network of width B for

N PEs and data word DW_I.. .D1DO.
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The delay for the combinational logic multistage network is the

— time to load DTRin, plus the time to pass throug h the network, plus the

time to load DTRout. The cost, n*cms*B, considers only the network and - -

not DTR1n and DTRout. The delay of the pi petined netwjrk is dr -4- n *

4 (dms + dr) to get the first segment from the network, and the remaining

segments arrive at DTRout in the next S—i time delays . The cost of the

pipeLined network is that of the multistage network plus cr*(n—1)*B for

the N—bit registers that are placed between each of the n stages.

The S segments of data may be transferred using a pi pelined network

in time

Ip = dr + n(dr + dms) + (S — 1)(dr + dms)

= dr + (dr+dms)(n + S — 1).

The unpipelined network transfers the same data in time

Tm S (dm s * n + 2 *d r ).

If the last segment is loaded into DTRout as the next segment is Loaded

into DTRin, then

Tm = dr + S(dms*n +dr).

Either formula can be used for the analysis, and the difference in the

analysis is negligible.

Figures IV.10, IV.ii, and IV.12 plot Tp vs Tm for various values of

N and 5, for dr = 9 ns and dms = 10 ns. These time approximations are

based on Schottky log ic according to tTI76]. In all three Figures, for

S > 2, the pipelined multista ge network passes data in less time than

the combinational logic multista ge network. As S grows, this time

difference becomes more pronounced .
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Figure IV.10: Tp vs. Tn for N = 16.
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Figure IV.II: Tp vs Tm for N = 64.
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Figure iv.12: Ip vs Tm for N = 1024.
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IV.5. Equal Cost Combinational Logic and

Pipelined ~taLtistage Networks

Suppose that a combinational Logic multistage network and a

pipetined multistage network have equal cost. Since the pipeLined

network uses more hardware than the combinational logic multistage

network, the width of the pipeLined network is less than the width of

the combinational logic multistage network of equal cost. The

relationship between 5m’ the number of data segments for the multistage

network, and S~, the number of data segments for the pipelined network,

is

(
~ * cms + (n—i ) * cr)f = ri * cms *

or 

p m

S = S * ( n * cms + (n—i ) * cr)/(n * cms) .p m

Suppose cms = cr, that is, the cost of the logic for one stage of a

multistage network is about that of the cost of the register at the

- output of that stage. If the number of gates for a simple flip—flop and

the two levels of NAND gates that can comprise one stage of the network I 
-

(or a multiplexer ) are compared, then cms = cr is a fair estimate of

relative cost. If the package count is considered, since D—type flip

flops are available four (SN74175) or six (SN74174) to a package,

cms > cr may be true. For this analysis, cms = cr, and It is understood

- - 
- that this Is a worst case estimate for pipelined network costs.
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If cms = Cr, then

(n * C + (n—i ) * C) /Sp = n * C/S m# or

(n + (n—I)) * Sm = n * C * S~, or

S (2 * T ) _ l ) Sm / n •  
- -

-

- 
Table IV.2 lists ~~ S,,,, Tp, and Tm for various values of N for

combinationaL and pipelined networks of equal cost , assuming dms = 10 ns

and dr = 9 ns. Figures IV.13, IV.14, and IV.15 illustrate the data

transfer delay time variations for two equal cost networks. In order to

move W bits through a network, for a small number of segments of data,

the unpipelined network completes the data transfer in less time than

the pipelined multistage network. However, as the number of segments

grows, the pipelined multistage network requires less time to complete

the transfer than the same cost combinational logic multistage network.
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Table IV.2: N, S~, Sm_ Tm, and Tp for equal cost networks.

N 
~m tS 2

) T P

16 1 58 2 104
16 4 205 7 199
16 8 401 14 332
16 16 793 28 598
128 1 88 2 161 I -
128 4 325 8 275
128 8 641 15 408
128 16 1273 30 693
1024 1 118 2 218
1024 4 445 8 332
1024 8 881 16 484
1024 16 1753 31 769
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Figure IV.13: Cost vs delay for equal. cost pipelined and combinational

logic networks for N = 16.
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Figure IV.14: Cost vs delay for equal cost pipelined and combinational

Logic networks for N = 128.
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Figure IV.15: Cost vs delay for equal cost pipelined and combinational

logic networks for N = 1024.
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tV.6. Average Data Transfer Times

Cons ider the average time to pass one segment of data. Let both a

combinational logic multistage network and a pipelined multistage

network have the same width. The combinational logic multistage network

passes, on the average, one segment of data in (dms*n+2dr) time units.

The pipelined network uses an average of

dr+(n+S—1 ) (dms+dr)
-~ S

t ime units/segment. As S increases , t h is  average time decreases. These

two average t imes are equal for

d m s * n + 2 d r ~~~~”~~ 
(n + S — 1 ) ( d m s + dr)

(n +S— 1 )(dm s + dr)
(dms*n + 2 dr)

dms + d r  dr + ( n— 1 ) ( d m s + dr)
dms*n + 2 dr — 

dms*n + 2 dr

= dr+ (n—i) (dms+dr)
(~ ns*(n—1 )+dr)

For examp le, i f  dms dr and n 1 0, then

— dr+ (10—1 )(2dms) — 19S — (dms* (10—1+1)) —

So, for S > 2, the average delay per segment is less for the pipel-i ned

network than for the combinational logic multistage network, although

the total time to pass one data item may be greater, due to the time to

fill and empty the pipe. This suggests that a plpelined multistage

A-.
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network is most applicable where many segments of data are passed, such

as passing blocks of data at once rather than one data word.
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